Bridging the Gap Between Optical Spectroscopic Experiments and Computer Simulations for Fast Protein Folding Dynamics
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Abstract: Fast folding techniques use optical spectroscopic tools to monitor protein folding or unfolding dynamics after a fast triggering such as the laser induced temperature jump. These techniques have greatly improved time resolution of experiments and provide new opportunities for comparison between theory and simulations. However, the direct comparison is still difficult due to two main challenges: a gap between folding relevant timescales (microseconds or above) and length of molecular dynamics simulations (typically tens to hundreds of nanoseconds), and difficulty in directly calculating spectroscopic observables from simulation configurations. This review is focused on recent advances in addressing these two challenges. We describe new methodology that allows simulating folding timescales with an emphasis on Markov State Models. We also review progress on modeling infrared, circular dichroism, and fluorescence spectroscopic signals from protein conformations. At last, we discuss a few studies that directly simulate time-resolved spectroscopy of temperature jump induced unfolding dynamics for a few small proteins. These studies not only provide direct validation of theoretical models, but also greatly improve our understanding of protein folding mechanisms by connecting ensemble averaged spectroscopic observables with atomistic protein conformations.
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INTRODUCTION

Protein native structure is solely determined by its amino acid sequence, and denatured proteins can spontaneously fold into their native conformations under physiologic conditions [1]. Understanding molecular mechanisms of protein folding is fundamental for biochemistry and molecular biology. In the past decades, substantial advances have been made on both theoretical and experimental sides to investigate protein folding mechanisms [2-15]. An ultimate solution of protein folding has to involve a tight combination of theory and experiment. In particular, theoretical approaches can provide a complete and atomistic detailed picture of protein folding, while experiments have to perform a reality-check on theoretical models. However, direct comparison between theory and experiment for protein folding is still difficult due to two major challenges. First, a timescale gap exists between experimental protein folding times (typically microseconds or above [16-20]) and length of molecular dynamics (MD) simulations (typically tens to hundreds of nanoseconds). Second, even with sufficiently long simulations, it is still a difficult task to carry out a direct comparison between MD simulations and experimental results that are often optical spectroscopic observables. In recent years, a number of research groups have been working toward the direction to bridge the gap between theoretical and experimental investigations in order to achieve a better understanding of protein folding [21-23].

All-atom MD simulation has the potential to provide realistic kinetic information by explicitly modeling protein and solvent atoms, and thus makes it a good candidate for direct comparison with experiments. However, there exists a timescale gap of orders of magnitude between all-atom simulations and experiments. Coarse-grained simulations with simplified representations of proteins are a natural solution to bridge this timescale gap, and such simulations using lattice and off-lattice models [24-30] have provided great insights for protein folding. However, these simplified models are normally incapable of capturing atomistic details and realistic dynamics. Thus they are insufficient to directly simulate the experiments because most optical spectroscopic experiments for protein folding [23, 31] monitor time evolution of protein structure ensembles during its conformational changes. Another solution for the timescale gap is to develop algorithms that can construct models from short simulations to predict long timescale dynamics for protein folding. Markov State Model (MSM) approach [32-37] is one of such striking examples that have recently shown success in investigating protein folding kinetic at microsecond or even millisecond timescales [22]. At last, in recent years, progress in technologies has enable all-atom simulations to rapidly approach experimental protein folding timescales [38-42]. In this review, we will describe recent
advances in both simulation methodology and hardware technology that can bridge the timescale gap, and enable direct comparison between all-atom MD simulations and experiments.

In the past twenty years, introduction of fast folding techniques have greatly improved time resolution of experiments [23]. In these techniques, protein folding/unfolding can be triggered by photochemical reaction [43], temperature jump (T-jump) [23, 31, 44] or fast mixing [45], and relaxation dynamics are then be monitored by optical spectroscopic tools. Among different triggers, T-jump is more general and quickly gains popularity because all proteins melt at both low and high temperatures [31]. In the T-jump experiment, a laser is typically used to excite the water OH stretching overtone, and the protein sample can be heated up within 100 ps, which leaves protein backbone structure largely unchanged. Relaxation of protein structures after the T-jump can then be measured by Infrared (IR) spectroscopy, Circular Dichroism (CD), or fluorescence at timescales from tens of nanoseconds to tens of microseconds. Some of these timescales overlap with state-of-the-art all-atom MD simulations, thus providing a good opportunity for direct quantitative comparison between theory and experiment. However, accurate calculation of the spectroscopic observables from MD conformations is difficult, and often requires Quantum Mechanics (QM) to properly treat vibrational and electronic state excitation. Fortunately, extensive research has been performed aiming to calculate different spectroscopy using a wide range of methods [46-51]. In this review, we will survey theoretical studies to model protein IR, CD and fluorescence spectroscopy.

Directly simulating fast protein folding dynamics has recently become possible with advances in both generating long timescale simulations and calculating time resolved spectroscopic observables from protein conformations. A few groups have successfully modeled T-jump triggered optical spectroscopy such as fluorescence for PinWW domain [52], IR and 2DIR for trpzip2 [53], and CD for alanine polypeptide [54]. These studies provide direct validation of theoretical model and could further help refine simulation methodology and force field parameterizations. Moreover, they can greatly help interpretation of experimental data by connecting ensemble averaged spectroscopic observables with atomistic protein conformations. Although direct prediction of spectroscopic observables for fast folding dynamics is still an emerging area, we believe it is one of the most exciting new directions for the protein folding community.

This review is organized as follows. We will first describe recent advances in methodology that allow simulating relevant timescales for folding. Next, we will review algorithms for calculating spectroscopic signals from protein conformations with a focus on IR, CD and fluorescence. We will then describe a few studies that directly simulate fast folding optical spectroscopic experiments. Last, we will discuss some future challenges in directly modeling fast folding experiments.

SIMULATING BIOLOGICAL RELEVANT TIMESCALES FOR FOLDING

Around ten years ago, the length of all-atom MD simulations is still limited to tens or hundreds of nanoseconds for small proteins. Since then, rapid progress in simulation software and hardware technology has greatly extended the length of protein simulations, and they start to reach relevant timescales for protein folding (microsecond or even longer). For example, the Shaw group has reported a single simulation of 1031 μs for protein BPTI (58 residues) in the explicit solvent with Anton supercomputer, a specialized hardware for MD simulations [40]. Using IBM BlueGene supercomputer, the Zhou and Berne group have performed microsecond simulations on the 115-residue protein lysozyme, and observed its single mutant induced misfolding [55]. MD simulations can also be greatly accelerated in Graphic Processing Units (GPUs) in the implicit solvent using OpenMM [38] or NAMD [56]. In addition to the improvement on hardware, software packages such as GROMACS [42], NAMD [41], and DESMOND [39] have also improved the scaling efficiency and allowed tens of microsecond individual simulations running parallel on many CPU cores. All these advances in simulation technology open up the door of directly simulating protein folding experiments.

In order to directly compare with experiments, one needs to construct a statistical significant model for protein folding. This requires simulating a large number of folding events due to the heterogeneous nature of protein folding. Therefore, it is still an extremely difficult task to obtain enough sampling for protein folding, and may require many simulations. Furthermore, these simulations can easily generate large quantities of data containing protein conformations along many trajectories. Another significant challenge is how to efficiently analyze these massive datasets to gain biological insight, since it is impossible to examine all these heterogeneous trajectories by eye. A number of methods have been developed to provide a statistical description of long timescale dynamics based on stochastic kinetic models constructed from many short simulations [32, 57-59]. Some of them such as milestoning [60] and transition interface sampling [61] require a pre-determined reaction coordinate, and assume relaxation orthogonal to this reaction coordinate is fast. In many cases, it may not be easy to identify such an appropriate reaction coordinate for protein folding.

An alternative approach is to build Markov State Models (MSMs) [32-37]. These models decompose configuration space into a set of metastable states with fast intra-state but slow inter-state transitions. This separation of timescales ensures that the model could be Markovian, i.e. the probability of being in a given state at time t+Δt depends only on the state at time t. This property allows MSMs to be built from many short simulations, and then propagated to give global long timescale dynamics using Eq. (1).

\[ P(nΔt) = [T(Δt)]^n P(0) \]  

(1)
where $P(n\Delta t)$ is a vector of state populations at time $n\Delta t$ and $T$ is the transition probability matrix. $\Delta t$, the time interval to count the transitions, is the lag time. $T$ is calculated by normalizing the number of transitions between each pair of states after a lag time in the simulation data. If the model is Markovian and Eq. (1) holds, the exponentiation of $T$ should be identical to an MSM constructed with a longer lag time, and any kinetic properties will then be independent of the lag time. This provides a good way to check if the model is Markovian, and the implied timescales are often used for this check [32, 35, 62].

Building MSMs with good state decomposition is challenging. Typically, a two-step procedure is adopted (see Fig. 1) [63]: First, the massive number of MD conformations is divided into a large set of microstates by geometrical similarity. These microstates have to be fine enough so that they do not combine kinetically separated regions of the phase space. Second, a kinetic clustering [64] is performed to group these microstates into a number of metastable states so that transitions between microstates within the same metastable state are much faster than transitions between different metastable states. A number of software packages are already available for automatically constructing MSMs from MD simulations [33, 52, 63, 65].

MSMs have been successfully used to model dynamics of a number of small proteins [33, 52, 66-71]. Jayachandran et al. [66] constructed an MSM from simulations generated in a distributed computing environment [72] for the Villin headpiece, a 35-residue protein that folds at microsecond timescale. A more recent MSM study [67] on the same system has yielded reasonable agreements with experiments on prediction of the native state and folding rates. MSMs have also been used to study the PinWW domain, another fast folding protein consisting of a three-stranded $\beta$-sheet. Using the transition path theory [73], Noe et al. [52] identified folding pathways that have most contributions to the folding flux. Morcos et al. [68] have investigated the conformational dynamics of a flexible loop in the Pin1 WW domain. Their results from MSMs are consistent with NMR relaxation data. More recently, researchers have started to apply MSMs on even larger proteins that fold at millisecond such as a 39-residue segment from NTL9 [69] and a 80-residue lambda repressor protein [71]. These MSM studies have stimulated the development of the new protein folding theory, the kinetic hub model [74, 75]. Pande and coworkers discovered from MSMs of various proteins a common feature of protein folding that native states servers as kinetic hubs (see Fig. 2 from NTL9 folding as an example [69]). In their hublike model, many parallel folding pathways co-exist, and folding rates along these pathways are much faster than those connecting different unfolded states. Therefore, the overall folding kinetics aggregated over numerous folding pathways may still be single or bi-exponential as observed in experiments.

MSMs can also be considered as a data-mining tool to generate comprehensive folding models from massive simulation datasets. They cannot provide any information on the regions of the phase space that have not been explored by the simulations. Therefore, one of the major challenges for the MSM is to ensure that all the relevant conformation states have been visited. This issue may be alleviated by Generalized Ensemble (GE) algorithms [76-79], which can enhance conformational sampling by inducing a random walk in Temperature or Hamiltonian space. In recent years, GE algorithms especially Replica Exchange Method (REM) [78, 79] have been widely applied in protein folding studies [14, 80-91]. Huang et al. [92] have used non-equilibrium GE simulations to explore the phase space, and then seed short simulations at constant temperature from GE conformations to construct MSMs to obtain both equilibrium thermodynamics and kinetics. Adaptive sampling, allowing one to use an initial MSM to decide where to run new simulations, is another solution to alleviate the sampling issue. In the adaptive sampling, new simulations are started from those states that contribute most to the statistical uncertainty in kinetic properties of interest calculated from the initial MSM. It has been shown that performing adaptive sampling and constructing MSMs iteratively can quickly yield a good model [93].

Another challenge for the MSM is to identify the transition state. MSMs do not give any information on the transition states since conformations at free energy barriers are grouped together with their nearest free energy basins.
Yao et al. [94, 95] showed how to capture the transition states by constructing a network model using topological methods from MD simulations. More recently, Huang et al. [65] developed a new algorithm to construct MSMs by incorporating topological information of the free energy landscape in their model construction.

**CALCULATING OPTICAL SPECTROSCOPY OF PROTEINS**

Direct calculation of the spectroscopic observables from protein conformations is challenging, but has been extensively studied. In this section, we will review algorithms to model protein fluorescence, CD, and IR spectroscopy.

**MODELING FLUORESCENCE SPECTROSCOPY**

Fluorescence is a popular optical tool to measure the fast-triggered protein relaxation dynamics [23, 31]. Amino acid tryptophan (Trp) has often been selected as the fluorescence probe for protein dynamics since its fluorescence is sensitive to the polarity of its protein and solvent environment. In this section, we will review recent theoretical and computational advances that aim to model the protein intrinsic Trp fluorescence. There are mainly two categories of methods to model the Trp fluorescence using classical molecular modeling and a hybrid of quantum mechanics and molecular mechanics (QM/MM), respectively [50].

The fluorescence of Trp is due to its side-chain: the 3-methylindole (3MI) moiety. Upon absorbing a photon, 3MI can be excited to $^1L_a$ and $^1L_b$ electronic excited states. Compared with $^1L_b$, $^1L_a$ transition has a sizable charge transfer (CT) component, and is believed to be the dominating fluorescing state in polar solution. After the excitation to the $^1L_a$ state, the electronic cloud is shifted from the pyrrole ring to the benzene ring. At this time, placing a positively charged residue near the benzene ring or a negatively charged residue near the pyrrole ring will produce a red shift of the fluorescence and vice versa [49, 50]. Among many environment factors that can alter the Trp fluorescence, three may be dominant in protein systems: the conjugation of the aromatic systems, nearby charged or polarized groups, and the exposure to the solvent molecules. The Barkeley group [96, 97] shows that strong nearby quencher such as histidine, cysteine, or methionine residues could greatly reduce Trp fluorescence lifetime through electron or charge transfer. These Trp-quencher pairs can be used to measure the distance at a few angstroms, and thus provide a good probe for protein folding or unfolding [31]. Resides such as Phe and Tyr may also strongly quench the Trp fluorescence [98]. Without nearby quenching side-chains, the fluorescence will be mostly quenched by backbone amide carbonyl groups at nanosecond timescales. Föster resonance energy transfer (FRET) can also occur between Trp residues or Trp and other chromophores. FRET is often used to measure distance at tens of angstroms [31].

Rotamer model [99] is the simplest classical method to capture the non-exponential decay of the Trp fluorescence. In this model, the multiple-exponential decay of the Trp fluorescence is considered as a result of the ground state heterogeneity, i.e. different stable side-chain conformations of the Trp residues. Excitation of different ground state conformations following the Franck-Condon principle provides the origin of the heterogeneity of the excited state dynamics. Efficient methods such as DEE algorithm [100] have been developed to determine energy minimums of the Trp side-chain attached to a fixed backbone. If strong quenchers exist nearby, fluorescence quenching due to collision for each rotamer can then be modeled by Stern-Volmer relationship [101] (see Eq. (2)).
\[
\frac{I_f}{I_r} = 1 + k_q \tau_0 [Q]
\]

Where \(I_f\) and \(I_r\) are intensity of fluorescence without and with a quencher respectively. \(k_q\) is the quenching rate constant. \(\tau_0\) is the fluorescence lifetime without a quencher, and \([Q]\) is the concentration of quencher. Since \(k_q\) is highly dependent on the accessibility of the Trp residue, its solvent accessible surface area (SASA) provides a good link between fluorescence lifetimes and rotamer conformations. If no strong quenchers are present nearby, fluorescence is likely to be quenched by the backbone carbonyl groups through charge transfer process, where electron deficient carbon atom in the carbonyl group can serve as the electron acceptor. In this case, the charge transfer rate can be modeled using Marcus-Sutin equation [102]. Rotamer model has been successfully applied to predict Trp fluorescence lifetime in several protein systems [103]. However, algorithms to predict Trp side-chain conformations often treat the backbone fixed. All-atom MD simulations and other sampling algorithms such as REM [78, 79] can take into account the effect of backbone flexibility when computing rotamer state populations, and further predict rotamer transition rates [50, 104].

MD simulations have also been used to compute the Time-dependent Fluorescence Stokes Shift (TDSS), which measures the response of the environment to the new charge distribution of the probe upon the excitation. Nilsson and Halle [105] have obtained the time evolution of the fluorescence maximum wavelength of TDSS from a non-equilibrium solvation response function. This response function is determined by the difference of the probe-solvent electrostatic interactions between the ground and excited states. They suggest that the slow and fast decay of fluorescence relaxation in TDSS are due to protein motion and solvation dynamics separately on protein monellin. In a further study using the same methodology on protein G, Golosov et al. [106] found the slow decay may actually be caused by the contributions from both protein conformational and solvent dynamics.

QM is required in order to directly calculate properties of the excited electronic states. Due to the size limitation of quantum calculations, hybrid QM/MM methods are often used to model the protein Trp fluorescence where Trp side-chains are treated quantum mechanically, while the rest of the protein and solvent are treated classically. In a seminal work by Callias and co-workers [49], a QM/MM protocol was developed based on semi-empirical INDO/S-CIS quantum chemical method in combination with CHARMM molecular dynamics simulation to calculate fluorescence of 16 proteins. With a proper Trp ring partial charge rescaling, they can predict the maximum wavelength of the fluorescence emission within an error of 15 nm. In this study, electronic state excitation is simulated by using the \(^1L_0\) excited state geometry and charges from 3MI (the Trp fluorophore moiety). Emission maximum wavelength is then determined by averaging many MD snapshots from 30ps trajectories. More recently, Pistolesi et al. [107] have applied another QM/MM algorithm using multi-configurational second-order perturbation theory (CASPT2/CASSCF) and AMBER molecular dynamics to model emission wavelengths of two proteins. Their results show that multiple factors will affect emission energy including the solvent and the specific protein residues. They also argue that multi-configurational quantum chemistry theories may be necessary to properly treat the fluorescence decay due to the crossing between potential energy surfaces. The QM/MM method has also been applied to calculate the FRET probabilities where the protein residue Trp and an antibody Tetracycline (Tc) serve as the donor and acceptor respectively [108]. For each snapshot obtained from classical MD, two QM/MM calculations using the semi-empirical configuration interaction (CI) approach were performed to compute the vertical Trp emission and Tc absorption respectively. The FRET probability is then obtained from the interactions between the transition dipoles of the donor and acceptor. The results support the rotamer model by showing that different rotamer states of Trp display quite different FRET rates.

Both current QM/MM and MM studies focused on modeling the maximum of the fluorescence wavelengths assuming vertical emissions. However, in reality, the fluorescence is always vibrationally resolved in protein-solvent systems. Therefore, it will be important to take into account the coupling between electronic state and vibrational modes. Lin and co-workers [109] have demonstrated that for small multi-atom molecules, such coupling can be calculated using accurate \textit{ab initio} molecular wave functions. For small molecules, the multimode Brownian oscillator (BO) model [110] is often used to compute vibrationally resolved emission spectra. In harmonic approximation, the Huang-Rhys factor can be used to calculate the coupling strength between electronic transitions and nuclear degree of freedoms. These methods developed for small molecules in a uniform environment may fail for complex protein-solvent systems. Thus new algorithms need to be developed in order to model the line-shape of the protein Trp emission fluorescence in addition to the maximum wavelength.

**MODELING CIRCULAR DICHROISM (CD)**

CD is originated from differential absorption of left and right polarized light at a given wavelength. This absorption difference arises from the molecule’s chirality and environment. Far-UV CD (below 250nm) is especially sensitive to changes in the secondary structure of proteins and has proven to be a valuable optical technique to study protein structures at equilibrium as well as their time resolved changes [51]. Due to the difficulty that implies the \textit{ab initio} calculation of protein CD spectra, it has often been empirically interpreted by matching measured CD curves with signature bands for secondary structures motifs [111].

The density of CD bands arises from the rotational strength of the chromophores. In proteins the main contributors to the far-UV spectrum are the amides.
The rotational strength is defined as the imaginary part of the scalar product of the electric (\( \mu \)) and magnetic (\( m \)) dipole transition moments of an electronic transition \( R = \text{Im}\{\mu \cdot m\} \). In proteins, the interaction between the amides and the environment can induce perturbations on the CD spectra [51]. Since a first principle calculation of the protein CD spectrum is extremely expensive, two major simplified methods have been developed in the past decades: the dipole interaction method [112, 113], and the matrix method [114].

The dipole interaction method is a classical approach developed by DeVoe [112, 113], in which the electronic transitions are considered as oscillators. The CD spectra at a given wavelength can then be calculated as a summation of contributions from all the oscillators in the molecule.

The matrix method is based on quantum mechanics theory, but has often been implemented semi-empirically [114]. To take a simple dipeptide as an example, the main contributions to its CD in the far-UV region are from the electronic transitions of the backbone amides. If two electronic transitions for the amide at 220 nm (\( \pi \pi^* \)) and 193 nm (\( \sigma \pi^* \)) are considered, a 4 by 4 Hamiltonian matrix can be constructed for this dipeptide containing two amide groups (see Eq. (3)).

\[
H = \begin{pmatrix}
E_{n\pi^*}^1 & V_{n\pi^*\pi\pi^*}^{11} & V_{n\pi^*\pi\pi^*}^{12} & V_{n\pi^*\pi\pi^*}^{12} \\
V_{n\pi^*\pi\pi^*}^{11} & E_{\pi\pi^*}^1 & V_{\pi\pi^*\pi\pi^*}^{21} & V_{\pi\pi^*\pi\pi^*}^{22} \\
V_{n\pi^*\pi\pi^*}^{12} & V_{\pi\pi^*\pi\pi^*}^{21} & E_{\pi\pi^*}^2 & V_{\pi\pi^*\pi\pi^*}^{22} \\
V_{n\pi^*\pi\pi^*}^{12} & V_{\pi\pi^*\pi\pi^*}^{21} & V_{\pi\pi^*\pi\pi^*}^{22} & E_{\pi\pi^*}^2
\end{pmatrix}
\]

Diagonal terms correspond to the excitation energies of individual amides, while off-diagonal terms describe the interactions between different localized electronic transitions. Diagonal terms can easily be determined from quantum mechanics. Off-diagonal terms are often determined by coulomb interactions from a charge distribution that can describe the localized transitions (e.g. \( \pi \pi^* \) transitions can be represented by dipolar charge distributions). These charges can either be determined from quantum mechanics wave functions or from experiments [51]. The rotational strength \( R \) can then be obtained from the eigen-decomposition of the Hamiltonian matrix (\( H \)). The eigenvalues correspond to the energies of the transitions, while the eigenvectors describe how localized transitions for different amides are coupled. With these coupling coefficients, one can easily determine the overall transition moments (\( m \)) from the localized ones (\( m^0 \)) to calculate \( R \).

Recent studies show that an accurate prediction of CD spectra requires an ensemble of protein conformations [115-122]. For example, Hirst et al. [116] shows that better predictions of the \( \beta-I \) and \( \beta-II \) CD spectra can be obtained when many protein conformations from MD simulations are taken into account.

The Mukamel group [120] have recently improved the CD spectra calculation by incorporating the effect of electrostatic fluctuations. In order to take into account of the effect of the electrostatic potential fluctuations on the transition energy, they calculated the interactions between excited states and environment directly by integrating over the product of the transition charge density and electric field. Their results are in good agreement with experiments (see Fig 3), confirming that an accurate description of the electrostatic environment is an important factor to model the CD spectra. The Mukamel group has also proposed that ultra-fast laser UV sources can extend experimental CD studies to the two-dimensional UV. The authors have simulated the 2DUV of several proteins using QM/MM methods. The results suggest that compared to one-dimensional CD, 2DUV is more sensitive to the protein structure change, and may provide more insights on protein dynamics [119, 123].

**MODELING INFRARED (IR) SPECTROSCOPY**

IR has been widely used to monitor the fast-triggered protein relaxing dynamics [31]. In protein systems, the backbone amide I is the most intensive absorption band, which is originated from stretching vibration of the C=O (70-85%) and C-N groups (10-20%) [124]. The range of the amide I band lies between 1600 and 1700 cm\(^{-1}\), and is highly sensitive to the protein and solvent environment. IR spectra of the single amide I unit has been extensively studied using the N-methylacetamide (NMA) model system [125]. However, different amide I modes are coupled in protein systems, and the protein IR spectra line shape is highly correlated to its secondary structures. Isotope labeling of a particular carbonyl can shift its frequency, and provides a good way to focus on a specific residue [126].

Normal mode analysis provides a straightforward way to model IR spectra. Normal mode analysis on MD simulations can only calculate low frequency slow motions accurately, while IR spectra are mostly determined by high frequency vibrations. Quantum mechanics is able to precisely compute these high-frequency motions, but is too expensive when applying on complex proteins and many conformations. The vibrational frequency map is thus developed by multiple groups [46, 47, 125] in order to obtain amide I frequencies and avoid repeated quantum computations.

The Cho group [48, 125] parameterize the amide I frequencies as a linear function of the electrostatic potentials at the C, O, N, and H and two methyl sites using a least square regression method for normal mode frequency of NMAD-water clusters. The Skinner group [47, 127] has also constructed a map for the NMAD-water system. Using \textit{ab initio} calculations, they parameterized frequencies as a function of electric fields projected on the C, O, N and D atoms. Both groups have related the amide I frequency with electric field projected at several atoms within NMAD, which is due to the surrounding environment. Cho and Skinner’s map can provide the fundamental frequency...
fluctuations of amide I, and they used frequency time-correlation function to produce the IR line shape. However, these maps focus on individual amide units, and do not take into account coupling between different amides.

In order to model the coupling between amide units, the exciton model was used to construct a vibrational Hamiltonian operator by various groups [46, 128]. Diagonal terms of the Hamiltonian matrix provide the local vibrational transitions, while off-diagonal terms represent their couplings. Coupling between neighboring amides can be obtained from \textit{ab initio} calculations [129], while coupling between non-neighboring amides was treated with the transition dipole coupling model [124]. Based on this model, the Mukamel group [130] developed a complete map which parameterized the fundamental, overtone, combination frequencies, and transition dipoles of all the amide modes as a quadratic equation from DFT calculations. Jansen and Knoester [128] later adopted the similar approach to construct a simpler map only for amide I frequencies.

In recent years, two-dimensional infrared spectroscopy (2DIR) has emerged as a powerful tool in the investigation of protein ultrafast dynamics [131-138]. In 2DIR experiment, three laser pulses interact with the protein system to generate a coherent nonlinear signal. 2D correlation plots can be obtained from these experiments, and significantly enhance the spectral resolution. Several methods have been developed to model the 2DIR spectra by numerically integrating the Schrödinger equation (NISE) [139-143] or performing the integration using direct Nonlinear Exciton Propagation (NEP) [144]. Using NISE protocol, Smith et al. [138] have modeled isotope edited 2DIR for the trpzip2 peptide using structures from different conformation states generated from a MSM [33]. More recently, Zhuang et al. [53] simulated equilibrium 2DIR spectra for the same...
peptide by combining the NEP method and MSMs. They have first obtained equilibrium Fourier Transform Infrared (FTIR) spectra at 300K, which are consistent with the experimental results of a folded hairpin [145-147] with a major peak at ~1640cm\(^{-1}\) and a minor one at ~1670cm\(^{-1}\) (see Fig. 4). More strikingly, they found from simulating 2DIR spectra that MSMs can capture the asymmetrical feature elongated along the diagonal line observed experimentally, while nanosecond MD simulations started from the NMR structure failed to reproduce this inhomogeneous broadening (see Fig. 5). These results indicated that a sufficient sampling of important relevant conformational states is crucial for obtaining the accurate spectroscopic observables.

DIRECTLY SIMULATING FAST FOLDING SPECTROSCOPY

Atomistic MD simulations can model the dynamics of protein folding through the physical interactions that drive them. Thus, these simulations may provide atomistic protein folding dynamics that is presently inaccessible through experimental observations. However, the great challenge for simulations is the reality check through quantitative experimental validation. Many simulation studies have focused on quantitatively predictions of folding rates, free energies, and structures [21]. For example, Bolhuis [148] obtained a 5 μs folding time for a β-hairpin peptide using transition interface sampling [61], which is in good agreement of the experimental value of 6 μs [149]. Using a deviation of the AMBER-99 force field, Sorin et al. [150] have calculated the helix formation rate for a 21-residue helical peptide to be 0.05 to 0.06 ns\(^{-1}\), which agrees well with experimental value of 0.06 ns\(^{-1}\). More recently, Bowman et al. [67] have successfully predicted experimental native structure of the villin headpiece as well as the average folding rate. However, the accurate prediction of experimental folding rates or other overall properties does not guarantee that simulations can predict correct atomistic folding mechanisms.

The introduction of fast folding techniques provides new opportunities for quantitative comparison between experiment and theory. Fast triggered relaxation dynamics monitored by optical spectroscopy can capture protein folding or unfolding dynamics from nanoseconds to microseconds. Simulating the relaxation spectroscopy will thus provide theory a quantitative experimental validation not only on overall folding rates, but also on the whole course of folding or unfolding dynamics. In order to connect simulated atomistic structure and dynamics with experimental ensemble averaged spectroscopic observables, two challenges need to be overcome: simulating experimental relevant timescales, and calculating spectroscopic signals. In the previous two sections, we have reviewed recent advances in addressing the above two challenges. In this section, we will review recent studies to directly model the fast folding experiment by combining algorithms to simulate long timescale dynamics with those to calculate spectra signals [21-23].

Kim et al. [54] have simulated temperature jump triggered unfolding dynamics of a helical peptide (Alanine 20). In order to simulate the T-jump process from 181K to 214K, they instantly heated conformations extracted from the equilibrium ensemble at 181K generated from REM simulations, and started MD simulations at 214K from these conformations. These 214K MD simulations were then used to simulate non-equilibrium relaxation dynamics after the T-jump. At each time slice of individual 214K MD simulations, CD spectra were calculated using the matrix method [51] and averaged over many conformations. Finally, the authors computed the folding rate by assuming a simple two state kinetics model with folded and unfolded states defined from a cluster analysis. Their calculated CD spectra clearly
showed the melting of the α-helix structure with the increase of the temperature, but did not capture the relatively intensity between the two α-helix signature minimums at 208 and 222 nm. Their predicted folding time (47.5ns) is in reasonable agreement with experimental value for a 21-residue alanine-based peptide (16ns) [151]. However, the experimental temperatures (Jumping from 282.4K to 300.5K) are much higher than the simulation temperatures (Jumping from 181K to 214K). The authors stated that this difference may mainly due to the force field and the implicit solvent model they used.

MSMs provide a natural formalism to make connection between all-atom MD simulations and time-resolved optical spectroscopy. If one can calculate the spectroscopic observable \( q_i \) for state \( i \), the overall spectroscopic signal at time \( n\Delta t \) is just the weighted average over states \( \langle q \rangle = \sum_i P_i(n\Delta t)q_i \). Therefore, one can obtain the time-resolved spectroscopy from the relaxation dynamics of the state populations \( P_i(n\Delta t) \) as defined in Eq. (1).

Noe et al. [52] have used the MSM approach to model the T-jump triggered intrinsic Trp fluorescence for the protein PinWW domain. Without involving quantum mechanics, they simply relate the fluorescence intensity to the SASA. Furthermore, they define an observable \( \langle \chi(t) \rangle \) to describe the percentage of the ensemble being relaxed to the temperature after the T-jump. \( \chi(t) \) can be calculated from the time evolution of the averaged SASA. Finally, they compared \( \chi(t) \) with the experimental fluorescence relaxation curve [150] to show good qualitative agreement. Both plots display an initial non-exponential decay followed by a single exponential relaxation at the timescale of tens of \( \mu s \) (simulation value is 26\( \mu s \) and the experimental value is 13\( \mu s \) [150]). This is a seminal study by applying MSM to model fast folding experiments, but has several limitations. Since simulations are only performed at the temperate after the T-jump (360K), the authors have selected a uniform distribution as their initial state populations, while these initial values should be determined by the temperate before the T-jump. Although SASA is a good indicator for the collision florescence quenching, it may not be sufficient to describe other processes such as charge transfer to the carbonyl groups of the backbone. Therefore, more sophisticated algorithms are necessary to calculate the fluorescence.

Zhuang et al. [53] have recently simulated the T-jump triggered time resolved IR and 2DIR spectroscopy for a 12 residue β-hairpin trpzip2 peptide. They modeled protein unfolding upon the T-jump using MSMs, and calculate IR and 2DIR spectra signal from protein conformations using the NEP method. In this study, they simulated dynamics at temperatures both before (300K) and after (350K) the T-jump with a total of around two thousand 70ns MD simulations. They then simulated the relaxation dynamics at 350K by taking equilibrium state populations at 300K as the initial point. By propagating Eq. (1), they were able to obtain spectra signals at different time points after the T-jump. From the simulated FTIR spectra, they observed a weaker lower frequency peak at 1640 cm\(^{-1}\) corresponding to the coil structure after the T-jump. This is consistent with the protein unfolding dynamics at the higher temperature (see Fig. (6a)). Moreover, the simulated 2DIR spectra also indicated an unfolding event with more elongated diagonal peak (see Fig. (6b)). This study nicely demonstrated the power of the MSM in modeling fast-triggered optical experiments, and the same protocol may be applied to study other systems in the future.
CONCLUSIONS AND FUTURE PERSPECTIVES

With the ability to simulate experimentally relevant timescales and calculate experimental spectroscopic signals, theoreticians begin to have the power to predict not only the overall experimental properties such as folding rate, but also the whole time-resolved relaxation optical spectra. This will not only greatly assist the interpretation of experimental data, but also help to refine the theoretical model. Moreover, linking ensemble averaged spectroscopic observables with atomistic protein dynamics will provide new opportunities for directly assessing different protein folding models. For example, folding dynamics following the native-centric model [152, 153] and the hub-like model [74, 75] may both produce overall folding rate in reasonable agreement with experiments, but quite different spectroscopic relaxation curves.

MSMs provide a good way to simulate the time resolved spectroscopy from the relaxation of the metastable state populations. However, obtaining spectroscopic signals of each state still requires an ensemble average over many protein conformations. Accurately modeling these spectroscopic signals often requires the quantum mechanics in order to properly treat the vibrational or electronic excitations. Therefore, good algorithms should avoid repeated quantum calculations, but still keep a certain level of accuracy. The amide I frequency map approach [47, 48, 125, 128, 130] that has been widely used in modeling IR spectra is one such example. In the future, these approaches to simulate time resolved spectroscopy for fast protein folding dynamics have a great potential to be widely applied in studying protein misfolding, protein-ligand binding and other related problems.
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